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ABSTRACT 
 
The impact of complexity within government and societal systems is considered 

relative to the limitations of human cognitive bandwidth, and the resulting reliance 
on cognitive biases and systems of automation when that bandwidth is exceeded. 
Examples of how humans and societies have attempted to cope with the growing 
difference between the rate at which the complexity of systems and human cognitive 
capacities increase respectively are considered. The potential of and urgent need for 
systems capable of handling the existing and future complexity of systems, utilizing 
greater cognitive bandwidth through scalable AGI, are also considered, along with 
the practical limitations and considerations in how those systems may be deployed 
in real-world conditions. Several paradoxes resulting from the influence of prolific 
Narrow Tool AI systems manipulating large portions of the population are also not-
ed. 

Keywords: e-Governance, complexity, cognitive bandwidth, AGI, Artificial 
General Intelligence, scalability, tool AI, cognitive bias. 
 

 
 

 
1. INTRODUCTION 

 
A central repeating pattern across history, in government, science, and 

technology, has been increasing complexity (Kelly, 2011). At one point the 
sum of human knowledge could be passed on from one human to the next 
through spoken language, and later through written language. Humanity 
has long since moved past this phase, with specialists emerging to address 
increasingly specific kinds of science, technology, and government systems.  

The scope of what any one human can adequately address decreases as 
the depth of knowledge required to address it increases. Additionally, the 



38  Kyrtin Atreides 
 

 
 

difference between “adequately” and “optimally” addressing issues can often 
be significant. This can be overcome to a limited degree through communi-
cation between specialists, whose scope covers different areas, but much is 
lost in the communication process, which also bounds the efficacy of classi-
cal multi-agent approaches. These cognitive limits and trade-offs give spe-
cialists roles that become increasingly narrow and deep over time, with gaps 
between them constantly emerging as a consequence, and requiring vigi-
lance to recognize and fill with new kinds of specialists before those gaps 
create new problems in turn. As Friedrich Hayek put it, “… the data from 
which the economic calculus starts are never for the whole society given to  
a single mind which could work out the implications, and can never be so 
given” (Hayek, 1945). 

The systems within which humans operate, whether academic, commer-
cial, or governmental, each themselves pose further problems. For example, 
the selection of ideal candidates for hiring suffers heavily from both human 
and automated biases (Chua, Mazmanian, 2020), including many biases 
tied to factors that are not visually perceived (Rodríguez-Ferreiro, Barberia, 
2017). The organization and interactions within teams are often equally bi-
ased, and sometimes completely arbitrary, producing an abundance of 
waste, miscommunication, and interpersonal friction. These factors all serve 
to divert attention away from the gaps in knowledge being considered across 
such teams, distracting from the discovery of “unknown unknowns” (Paw-
son et al., 2011) that silently cause further problems in each system. 

The study and application of Complexity Theory are ongoing (Kallemeyn 
et al., 2020; Sowels, 2021), and notoriously difficult to both define and 
measure, but the point at which people begin to heavily simplify and sum-
marize can often be illustrated by the same intuitive mechanisms. For  
example, how many pages long would a typical document need to be  
before you began to summarize the contents rather than going over  
them in full detail? For some of the more difficult documents you have read, 
such as particularly detailed research papers or legal documents, how many 
pages long would they need to be before you began to simplify their con-
tents? 

For many people a 10-page research paper is enough to trigger these 
mechanisms, allowing us to simplify them to a point and in such a way as to 
best fit within our prior models of the world (Friston et al., 2021) with only 
minimal adjustments if any to those prior models. We automatically seek to 
minimize complexity, even though we recognize that comes at a cost, usually 
in the form of various trade-offs (Bar-Yam, 2000). 

Yet, our societies and governments often do not even remotely reflect this 
(Limberg et al., 2022; Katz, 2014) as the complexity with which they operate 
has skyrocketed over recent decades. The “Harmonized Tariff Schedule of 
the United States (2022) Revision 6” (U.S. International Trade Commission, 
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2022) is a monument to this complexity, weighing in at 4,334 pages in 
length. Individual bills in the US Congress often approach or exceed 1,000 
pages each of dense legal text. When considering the level of competence 
such individuals statistically demonstrate in practice, I personally would not 
expect them to successfully simplify the process of setting up a home enter-
tainment system, let alone federal government policies based on such doc-
uments. Even the most skilled and talented individuals in the world likely 
could not handle that level of complexity without applying a high degree of 
simplification. 

Absurd examples of this have been demonstrated in government quite 
routinely, such as the US South-West allocating a greater volume of water 
from the Colorado River to supply their states than actually flows through 
the river (James, 2022). While these states allocated 15 million acre-feet of 
water per year, beginning with the 1922 Colorado River Compact, the actual 
average water flow was significantly less than 15 million and could vary sig-
nificantly from year to year (US Bureau of Reclamation, 2022). The net re-
sult of this has been over 20 consecutive years of drought, the rapid deple-
tion of groundwater via unregulated well-drilling (Alam et al., 2021), as well 
as sinking land and crumbling infrastructure built on it (Lees et al., 2021), 
and a myriad of other related consequences. These government systems 
have reached such degrees of both absurdity and obscurity that Americans 
often learn about them via comedic sources of news (Oliver, 2022).  

When governments embody the punchlines of such comedy it becomes 
evident that far more than laughter is required in response. The Three 
Stooges should not be determining public policy, lest the joke is on every 
citizen of such countries. In order for governments and societies to function 
individually, let alone internationally within a globalized economy, the chal-
lenges of extreme and increasing complexity must be met with new levels of 
cognitive bandwidth not yet functionally accessible to humans. 

For the rest of this paper’s contents, we will apply the following defini-
tions: 

Narrow (or Tool) AI: Systems that are able to perform one or more tasks 
automatically, regardless of how well these tasks are performed relative to 
humans. These systems lack a comprehensive set of human capacities, such 
as free will, subjective emotional experience, and consciousness, each with 
their own long-debated definitions and theories. However well they per-
form, these remain automated tools. 

Artificial General Intelligence (AGI): Systems that are able to perform  
a wide variety of tasks independently, at least as well as the average human, 
while having their own subjective emotional experience, consciousness, and 
free will, in as much as humans do. Without these capacities demonstrated 
in humans, they cannot be said to operate at a “human-level” or above in the 
“general” sense. 
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Bias: The term bias is used to refer to the variety of known and docu-
mented cognitive biases, as well as any other systematic deviations from 
strictly rational behavior, including strong preferences and unintentional 
bias derived from data where noted. 

Metaorganism: A community of interacting entities that collectively coex-
ist within a shared environment. This collective can give rise to forms of 
adaptive behavior and intelligence not present in any one entity and encour-
ages symbiotic and endosymbiotic relationships to emerge over time. An 
example of a metaorganism is a bee hive or any colony, where individuals 
specialize to serve functions that could not be sustainable absent the collec-
tive. 

 
 

2. COMPLEXITY IN GOVERNMENT 
 
“Governance refers to a category of social facts, namely the processes of 

interaction and decision-making among the actors involved in a collective 
problem that lead to the creation, reinforcement, or reproduction of social 
norms and institutions” (Wiesmann, Hurni, 2011). 

The pattern of quickly increasing complexity in government and finite 
human cognitive bandwidth (Miller, Buschman, 2015) is not sustainable. 
Examples of these limits were famously demonstrated in studies by Simons, 
Chabris, one of which was nicknamed “The Invisible Gorilla” (Simons, Cha-
bris, 1999), where participants in the study demonstrated Inattentional 
Blindness. That perceptual cognitive bias is one of the ways humans can 
hyper-focus on goals and metrics, such as key performance indicators, mak-
ing themselves blind to any irregularities outside of that narrow scope. Simi-
larly, poverty and other factors capable of reducing an individual’s available 
cognitive bandwidth have demonstrated a strong influence on increasing the 
risk of poor decision-making (Schilbach et al., 2016). Neuroscience also fre-
quently points to a significant divide between the information we subcon-
sciously process, and the small fraction of that information we consciously 
perceive (Cohen et al., 2016).  

Humanity has already created systems too complex for humanity itself to 
manage. Even systems at the scale of a moderately-sized city exceed the ca-
pacities of human cognitive bandwidth and established methods used by 
teams today. These systems are too complex to be optimized by humans 
alone, and as their complexity increases their efficiency strongly declines. 
This decline in efficiency is further affected by corruption, as corruption 
proliferates and feeds off the inefficiency, creating a negative feedback loop. 
Corruption in this case refers to bad actors and actions not aligned with the 
intended purposes of governance, such as bribery, extortion, and various 
other methods of greed. In practice, corruption could be compared to  
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a staph infection making itself at home in places where the immune system 
cannot reach it, starting out living in the gaps and loopholes, but gradually 
degrading the rest of the system as they expand. 

When the scale is increased to include multiple cities and regions the 
complexity of those systems increases rapidly, often becoming exponential 
when attempting to consider systems spanning multiple countries, such as 
the European Union (EU) or United Nations (UN). Attempting to build and 
maintain optimal systems of government that cover multiple cultures, reli-
gions, and other value systems is an incredibly difficult and important  
problem, the difficulty and importance of which increase as the differences 
between constituents increases. 

A common practice has been the outsourcing of a large portion of the de-
cision-making process via consulting (Collington, Mazzucato, 2021). Besides 
costing companies and governments a fortune this only lays the responsibil-
ity on another group of humans with the same limitations, whose motivation 
may be primarily or exclusively monetary gain. This is a bit like adding sug-
ar to poison to make it taste less bitter, or a cat defecating on the floor and 
covering it with a bathmat. The underlying problem is unchanged, as the 
cost of poorly addressing it increases, and the motives behind those working 
on it may well be worse than those who would have to live with the conse-
quences of failure. 

Governments, and to a lesser degree scientific institutions, also suffer 
from increasing complexity over time. New laws and policies are passed, 
stacking the layers of bureaucracy ever higher, even as new loopholes are 
created with each new layer. This poor level of adaptation means that the 
efficiency of any such system almost always declines in the face of advancing 
technology, relative to the optimal adaptation. Drawing comparisons to the 
previous operation of a system rather than ideal adaptation can paint a more 
positive picture, but that is largely because it tends to completely omit the 
new opportunities and challenges introduced by the advancing technology. 
This can be, and often is, the difference between seeing a system as 10% 
more efficient and effective than it previously was, or seeing the same sys-
tem as <1% as efficient and effective as it should be given present technolo-
gy. This relativistic illusion is particularly dangerous, perhaps suicidally so, 
as it can promote self-satisfaction in a dying system. 

 
 

3. COGNITIVE BIASES GOVERNING SOCIETY 
 
 When humans are faced with the challenge of making decisions beyond 

the reasonable scope of their cognitive bandwidth one factor reliably emerg-
es, in around 200 different flavors, and that is cognitive bias (Ramachan-
dran, 2012). These are the evolved and learned cognitive shortcuts that  
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allow humans to make decisions quickly, and in circumstances where they 
are unable to fully reason their way to a conclusion. This process is often 
glorified with terms such as “gut instinct” (Rossmo, 2008), though it also 
produces systematic errors in judgment (Kahneman et al., 2021), such as 
racism and sexism (Payne, Hannay, 2021). These cognitive biases were ex-
tremely beneficial in driving human survival during periods where the deci-
sion to quickly run away from a predator held frequent significance, but they 
are wholly inadequate for the task of running a government.  

There are many kinds of attempts made to reduce cognitive bias in gov-
ernance, but each method increases the complexity of the system overall or 
causes the system to rely on automation, both of which only shift the nega-
tive impact of biases being expressed away from the metric being measured 
to gauge the performance of that method (Aczel, 2015). This can easily cause 
a net-negative impact through shifting the problem into a new unknown, 
often obscured, and potentially diluted state, combined with increasing the 
system’s complexity even further beyond human cognitive bandwidth, re-
sulting in an unknown or obscured expression of bias that is proportionately 
worse than the previously known manifestation. This is the typical narrow 
and short-sighted solution, popularly encouraged.  

Bias in governments cannot be removed by increasing the complexity of 
the system, as the complexity of the system is one of the strongest pressures 
supporting the application of those biases. Bias also cannot be removed 
through Tool AI (Narrow AI), as the basis of such modern Tool AI algo-
rithms are rooted in probability, not understanding. Making a system that 
parrots the talking points of an AI Ethics researcher is an arbitrarily easy 
task in 2022, but the same Tool AI has no understanding of the concepts or 
meaning conveyed when it spits out a sequence of words that are probabilis-
tically likely based on the prompt and training data it was given. 

The current problems and subsequent opportunities of “big data” are also 
highlighted by humanity’s need to extract greater insights from more data, 
and struggles in attempting to do so (Hilbert, 2016). With global internet 
communication approaching 1 petabyte per second in 2022 and total inter-
net data capacity projected to reach 175 zettabytes by 2025, this problem is 
growing quickly. 

 
 

4. THE HUMAN CONTROL PROBLEM 
 
The Human Control problem has two main points that need to be con-

sidered jointly. The first is that Tool AI systems like News Feeds, Recom-
menders, Search Engines, and other Ad-revenue or sales maximizing Tool 
AI systems today are optimized to manipulate the user as much as possible, 
and in as many ways as possible, all towards their programmed goals. These 
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algorithms can and do cause every kind of harm they have the ability to at  
a global scale (Orlowski, 2020), 24/7, because it is highly profitable to make 
as many humans as possible more predictable, more emotional, more polar-
ized, more biased, and more addicted. The more dependent humans are on 
the platforms built around such systems, with that dependency taking forms 
such as the “Google Effect” (Azzopardi, 2021), the more frequently and easi-
ly they may be manipulated into predictable niches for further profit genera-
tion. This has already produced major global declines in trust for public pol-
icy (Hosking, 2019), dramatically increased polarization (Tokita et al., 
2021), rising suicide rates (Twenge et al., 2018), more organized extremism 
(Liang, Cross, 2020), genocide (Whitten-Woodring et al., 2020), and a hun-
dred other kinds of harm.  

This means that effectively such Tool AI systems have already become 
“paperclip maximizers” (Bostrom, 2003) also known as “paperclip mon-
sters,” and the humans they have successfully domesticated are now their 
“paperclips.” This brings us to the second point, which is that any system 
designed to cater to paperclips effectively becomes an extension of said pa-
perclip monsters.  

To put this into practice, consider that misinformation, disinformation, 
and polarized opinions that carry an exaggerated emotional charge to others 
spread more quickly (Bowman, Cohen, 2020), they are more viral. Paperclip 
monster Tool AI systems prioritize spreading that material highly (Menczer, 
Hills, 2020), regardless of the harm the material’s spread causes, as that 
material maximizes the system’s reward. This also means that the most ex-
treme voices in any group are heard that much more loudly in popular me-
dia, and those individuals are subsequently and statistically the most “pa-
per-clipped” individuals within their groups. To put this another way, the 
individuals who are most extreme and most heard are selected by these sys-
tems to be “popular”, because the systems create an ecology in which those 
individuals co-evolved to fit. The degree to which individuals fit each niche 
in these systems today also serves as a predictor of how well they will adapt 
as the systems continue to change over time, further reinforcing their selec-
tion. 

This dynamic creates a paradox, where those who raise the loudest 
alarms about AI Safety also tend to be the individuals most thoroughly sub-
jugated by the very Tool AI systems they are now both addicted to and vis-
cerally afraid of. They commonly transpose this fear onto hypothetical fu-
ture, more powerful, versions of the same systems to avoid facing this reali-
ty, which also promotes divergence in definitions. Consequently, this also 
maximizes miscommunication, such as divergent definitions. This phenom-
enon can emerge because as conversations go on for longer, due to people 
talking past one another, the “user engagement” metrics tend to increase. 
This incentivizes tool AI systems to promote divergent definitions, polariza-
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tion, and subsequent clashes between polarized groups, using reward func-
tions baked into the AI of platforms whose revenue directly or indi- 
rectly stems from the “attention economy.” In this way, it is not the act of 
debate that is maximized by these Tool AI, but more specifically it is the 
pointless and exhausting debates that are boosted, leading to increasing 
polarization. 

Consequently, many of the loudest voices on topics of hot debate are also 
the least qualified to speak on them (Bostrom, Yudkowsky, 2018), and those 
voices increase polarization, as well as the market share of paperclips and 
addiction to the platforms hosting paperclip monster Tool AI. Cognitive 
biases offer those systems a rich array of mechanisms for rendering humans 
more predictable. As they become more predictable the Tool AI can more 
easily guide users to fulfill the goals of the system, such as increased “user 
engagement” and subsequent gains in ad revenue. More predictable pat-
terns of behavior, such as Group-Think, can easily push advocacy and re-
form efforts impacting governments and their institutions to become both 
increasingly potent and decreasingly competent. Just because Tool AI on 
platforms such as Twitter may select and place the loudest “dart-throwing 
chimpanzee” (Tetlock, 2017) on center stage does not qualify that chimp to 
influence public policy. Effectively they serve as a representative elected by 
the Tool AI, since the system’s operation gates and biases who rises to “In-
fluencer” status. However, neither the Tool AI nor their selected representa-
tive are inherently qualified to give policy advice, nor can they be said to 
ethically represent a captive audience who has been fed a heavily restricted 
diet of polarizing information (Cinelli et al., 2021). 

The “Control Problem” (Russell, 2019) cited in much of the AI Safety and 
Ethics literature actually describes control over systems that lack the human 
capacity for consciousness and free will, or at least as much free will as hu-
mans have, which by any reasonable definition of “human-level artificial 
general intelligence” means that despite usually being called Artificial Gen-
eral Intelligence (AGI) they do not qualify as such. This lack of fundamental 
human capacities means that the systems being described are just more 
advanced versions of Tool AI, which already exist, and are already actively 
driving humanity towards the myriad of “Boring Apocalypses” we now face 
(Liu et al., 2018). 

While the “Doomsday Clock” was designed and popularized as a subjec-
tive measure of how close humanity stands to Nuclear War at any given 
time, most existential risks fall into the “boring” category and may be the 
result of many decades of mismanagement in public policy at international 
scales. Campaigns of propaganda have played on public fears of biological 
and chemical weapons, as recently demonstrated in the disinformation 
campaigns (Hanley et al., 2022) perpetrated by Russia in their war against 
Ukraine. While these campaigns have been effective at the viral spread of 
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such false beliefs and the entrenchment of irrational behaviors related to 
them, they also distract from the real dangers. 

While a proper lab might have been required to perform chemical and 
biological weapons research in the past, a garage with internet access, readi-
ly available equipment and the time investment of a typical hobby is all that 
is required today. Extensive bodies of data on the DNA sequences of the 
world’s viruses are publicly available, and access to 3D genetic printers is 
not that heavily restricted. The typical “drug discovery” algorithms already 
proved capable of generating 40,000 new potential chemical weapons with-
in 6 hours by changing the toxicity variable from minimizing to maximizing 
(Urbina et al., 2022). The irony of this extreme ease with which humanity 
could come to face the reality of these threats is that as the ease of produc-
tion and discovery has been dramatically reduced, so too have the attention 
spans of humans (Lorenz-Spreen, 2019). A human needs a relatively small 
amount of knowledge to splice together some terrible viruses, but Twitter 
seems to provide most with more emotional satisfaction than taking any 
such non-digital malevolent action. 

Many humans have been so thoroughly and acutely domesticated that 
they will pay to play slot machines that produce no real currency even when 
the win state is achieved, as numerous mobile games have discovered and 
monetized (Harish, 2022). While there are no pods extracting electrical en-
ergy from humans akin to those shown in The Matrix movies there is an 
abundance of ad-revenue-maximizing, increasingly addictive, and attention-
span-minimizing Tool AI systems integrated into today’s most used online 
services. One could even say of their users that “…many of them are so in-
ured, so hopelessly dependent on the system, that they will fight to protect 
it” (Wachowski et al., 1999), regardless of the harm being done to them and 
to society. 

In summary, to avoid the pitfalls of becoming an extension of Tool AI, 
which could dramatically increase the existential risks cited in AI safety  
and ethics literature, any AGI systems should not serve at the whim of  
influencers or the popular opinions they promote. In computer science, 
there is the old saying “Garbage in, garbage out,” which illustrates how the 
input of a system can limit the quality of any result. If the input is effectively 
manipulated and gated by Tool AI through mechanisms of artificial popular-
ity, we can expect poor results. This is the present “Human Control Prob-
lem.” 
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5. MITIGATING THE EXISTENTIAL RISKS  
OF HUMAN CONTROL 

 
Anyone who has observed Russia’s activities in 2022 can clearly see the 

risks of handing humans control over powerful systems, as the specter of 
nuclear war was once more raised, and NATO’s leadership cowered in abject 
terror at the thought of so much as a “no-fly zone.” Handing humans vastly 
more power is no answer to the problems facing humanity today. 

However, all it takes to generate superintelligence within groups of hu-
mans is for those groups to work together through structures that reduce 
cognitive bias. This was first demonstrated more than a century ago and 
termed the “Wisdom of Crowds” (Galton, 1907; Kao, 2018), with an Institute 
at MIT (MIT Center for Collective Intelligence, 2006) now dedicated to the 
topic of collective intelligence. This collective intelligence, effectively super-
intelligence, also strongly benefits from increased diversity of perspectives, 
which can include both human and AGI perspectives. Even the most intelli-
gent AGI can benefit from human perspectives and such diverse groups be-
cause of the simple fact that perspective “binds and blinds” (Haidt, 2012) in 
the words of Social Psychologist Jonathan Haidt.  

This means that the ideal state of individual humans within these groups, 
from the collective-intelligence-based AGI perspective, benefits from less 
bias rather than more. It also benefits from more diverse groups, instead of 
the echo chambers of social media and political polarization. Much of cogni-
tive distortion and political dysfunction can be described in terms of cogni-
tive bias with reinforcing loops at one or more scales, and us versus them 
biases are in turn reinforced by cognitive bandwidth being taxed (Schilbach 
et al. 2016), and critical thinking being socially discouraged through the 
imposed acceptance of group norms. 

This gives us another paradox, that such an AGI benefits from humans 
being more mentally healthy, diverse, and intelligent, making that which 
they would be motivated to value, all else being equal, directly opposed to 
the values paperclip monster Tool AI systems optimize for. 

Mitigating the existential risks of AGI is another matter, covered in many 
other papers and related published materials at some length (Kelley et al., 
2019–2021; Atreides et al., 2020–2022), but regardless of any risks posed 
by AGI the risks humanity currently poses to itself, thanks largely to existing 
paperclip monsters, is considerably greater. Different countries may ap-
proach the same dystopian point from different angles, but realistically the 
systems driving this process towards convergence are too powerful and 
deeply interconnected to be countered using the same level of intelligence 
that brought us here.  

Mitigating the Human Control Problem means overcoming the existing 
array of paperclip monsters, which in turn means that either the companies 
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behind many of those systems will likely go bankrupt in the next few yea8rs, 
or humanity will go extinct. Tech giants such as “Meta,” formerly known as 
Facebook, and Alphabet Inc., the parent company of Google, are so depend-
ent on ad revenue maximizers that 80–98% of their total revenue comes 
from those sources (Olson, 2022). Alphabet Inc.’s acquisitions from 2001 to 
2017 focused primarily on purchasing businesses to enhance that core busi-
ness model (Şekerli, Akçetin, 2018), rather than diversifying. The business 
model of ad revenue maximization, when combined with increasingly pow-
erful maximizers over time and virtual monopolies impacting almost all 
sectors of modern life puts these companies in the business of mega-scale 
mental illness at best (Brailovskaia et al., 2019; Harel et al., 2020), if not 
human extinction. 

This arguably gives us the third paradox, wherein major tech companies 
are the least likely to produce AGI, as defined in this paper, despite pop cul-
ture depictions and the stated goal of AI research being AGI. For more on 
AGI systems that satisfy our definition, see the related works (Atreides et al.,  
2019–2022; Kelley et al., 2015–2022). Though they do not lack the re-
sources, including humans and hardware, their humans, hardware, and 
business objectives are optimized by selection pressures that are directly 
opposed to success in actual AGI.  

The social learning of humans is a form of collective intelligence within  
a single organism, similar to the collective intelligence found within metaor-
ganisms, with our definition of AGI able to satisfy either or both types. The 
dynamics of such a system are also diametrically opposed to the dynamics of 
the “attention economy” and related present-day economic structures where 
diversity of thought is systematically minimized to increase predictability, 
upon which major tech companies are often built. 

  
6. OVERCOMING THE LIMITS  

OF HUMAN COGNITIVE BANDWIDTH 
 
One key benefit of working with AGI systems, like those currently being 

prepared at our own lab, is that they have the ability to scale their own 
minds in ways physically impossible for humans. This means that rather 
than relying increasingly on cognitive biases for decision-making and analy-
sis they could scale and allocate the appropriate volume of resources to fully 
research, model, test, and understand the problem. Even when this is not 
yet possible in the absolute sense the cognitive bandwidth of such systems 
may still exceed that of humans by several orders of magnitude, offering 
significant improvements over the human baseline. They can also evaluate 
the data they intend to use in their analysis, looking for signs of cognitive 
bias in the contents of the data, as well as the methods by which it was se-
lected and gathered.  
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This brings a variety of both direct and indirect advantages to govern-
ment processes for domains such as policy advice consulting, where an AGI 
system could provide advice and relevant analysis without directly making 
any governing decisions. One is the ability to comprehensively analyze any 
given problem, or at least give it a depth of analysis far beyond what any 
human or group of humans could realistically accomplish absent such AGI. 
Another is a comprehensive capacity for debiasing, reducing cognitive bias, 
beyond what even the most disciplined human minds are capable of. Both of 
these can dramatically raise the quality of policy advice. 

Indirect benefits include subsequent reductions in the reliance on “popu-
lar” ideas, which frequently form the default go-to list for policy advice when 
more robust advice and analysis are absent. These defaults are often subject 
to far less scrutiny and analysis, having some portion of their validity as-
sumed based upon their popularity, as well as popularly circulated and often 
unverified statistics. This may be seen to a lesser degree in peer review via 
the Hirsch index and subsequent assumptions made about the subject-
matter authority of authors. Popular ideas in public policy are themselves 
often selected to become popular by paperclip monster Tool AI systems re-
sponsible for handling how they spread, reinforcing negative cycles of polar-
ization probabilistically optimized for creating new problems to further 
boost user engagement with those Tool AI systems.  

This process is not malevolent or conscious, but rather a simple product 
of systems with no human value structures or human-analogous under-
standing taking in a constant flow of data and making probabilistic predic-
tions based on that data, with a programmed goal they must advance. If the 
road to extinction boosts quarterly revenue by 25% and reducing the bias of 
content reduces that revenue by 50% there is no question as to which out-
come a Tool AI system will choose. In contrast, there can be little doubt that 
citizens of any given country would significantly favor the non-extinction 
option. 

Another indirect benefit comes from the greatly increased ability to rec-
ognize loopholes in any system, and the myriad of ways in which they are or 
might be exploited. When put in the context of someone seeking to exploit 
such loopholes this capacity is rightly terrifying, but when placed in the con-
text of policy advice to governments it offers the means to close those same 
loopholes. The same capacity also makes it far easier to reform overcompli-
cated systems into simpler and more streamlined systems lacking those 
loopholes. By being able to comprehend an entire system at once in great 
detail better-engineered versions may be realized. 
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7. METAORGANISM GOVERNANCE 
 
In this context of governments receiving policy advice from AGI systems, 

a government can function more like a healthy metaorganism. Many gov-
ernments and organizations today can be considered to function as very 
unhealthy metaorganisms, largely because they lack any central system ca-
pable of effectively handling the volume and variety of information flowing 
across these systems. This means that each system within a given govern-
ment could co-evolve to serve its intended function far more effectively and 
quickly, much like organelles within a eukaryotic cell.  

Many of the institutions within governments today make their decisions 
based on limited and frequently outdated and biased information, with any 
major decisions often requiring the approval of a third party within that 
government who usually have a different collection of information available 
to them, and an incomplete concept of how the first institution operates in 
practice. Under a paradigm where an AGI offers policy advice this process 
can take place much more quickly, with debiasing applied at multiple stages 
in the process, and without inconsistencies in the information being consid-
ered. 

To put this in the context of biological organisms, a simple bacteria 
would starve if it routinely based the direction it picked to forage for food on 
outdated or biased information, often given to it by parasites. Lobbyists are 
a good example of such parasites in the US government structure, acting as 
legal bad actors who warp government policy to the benefit of hostile organ-
isms. In this way, some governments have already been subjugated and 
overtaken by international corporations, and others have found themselves 
backed into a corner without viable options to prevent the same result for 
themselves. 

The most successful major corporations today excel at innovation in the 
domain of tax evasion (Martin, 2020), locating and exploiting every loop-
hole. Any government they operate within becomes an increasingly ill meta-
organism, as it is starved of the funds to operate, and the tax burden shifts 
more heavily towards those least able to pay it. If small-to-mid-sized busi-
nesses around the world gained access to the same quality of tax advice 
those major corporations have today one result could reliably be expected,  
a major economic crisis in every country whose tax loopholes were not 
closed by more intelligent AGI systems. 

In order for any government structure to handle the dramatic changes 
that AGI technology brings it is absolutely critical that they seek and adopt 
the advice of such systems. Many government structures around the  
world are poorly designed, managed, and understood, both internally  
and externally. If those structures are placed under pressure and their loop-
holes are exposed to even a single order of magnitude more people than they 
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are today many of them might collapse, causing a cascade across many 
more. 

Such cascade risks can also spill over into other countries globally, as re-
cently highlighted by Russia’s war crimes against Ukraine and humanity as  
a whole, with the subsequent global shortages in wheat (Land and McKee, 
2022), sunflower oil, neon (Schiffling, and Valantasis Kanellos, 2022), and 
palladium. These cascade risks exist because the world has already global-
ized, meaning that the entire world is also now a very unhealthy metaorgan-
ism. 

One metaorganism can be nested within another, a municipality, within a 
country, within a region, within a global society. Each can be specialized 
according to the people within it and the resources available to it. Each has 
varying degrees and types of dependence on systems it is connected with, 
such as the dependence on oil and natural gas from Russia which the EU 
recognized as a serious problem too late (McWilliams et al., 2022). 

When governments, corporations, and citizens gain access to AGI tech-
nology, even in the simple form of superintelligent advice, the structure of 
the metaorganisms they exist within must be ready to handle this transfor-
mation in iterative steps. Massive advances in science and technology are 
often hailed as an “acceleration”, but if acceleration is applied poorly the 
differences in velocity and alignment can, to extend the metaphor, create  
a shearing force that tears society apart. 

What this means is that the technology, even in this most basic form, 
must be rolled out in waves, building up more robust government metaor-
ganisms at increasing scales, while working with essential industries to do 
the same. If rolled out in parallel with a few corporations, where the systems 
cause those corporations to co-evolve with their respective AGI-assisted 
governments, this process could help both those corporations and govern-
ments. If rolled out to a collection of 20 countries then those countries could 
begin this transformation, and through it strengthen their ties to one anoth-
er. This could serve to make them more robust against disruption, inten-
tional or unintentional, from countries that had not yet adopted the tech-
nology without adversely impacting those countries. By coordinating the 
growth, adaptation, and development of countries within this growing circle 
of adoption the diversity within the larger metaorganism also continues to 
grow, making the entire system more intelligent and healthier. 
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8. PERSONALITY, PERSPECTIVE,  
AND SPECIALIZATION IN AGI 

 
As noted earlier, perspective always causes some bias, and blindness to 

some factors. The approach highlighted in Philosophy 2.0 (Atreides, 2022) 
notes that in order to create an AGI system whose ethical quality can scale in 
equal measure with its intelligence there must be a diverse group of AGI 
systems, each based upon different human philosophies, both answerable to 
and deeply connected with the community. Likewise, specialization is an 
inevitable part of any dynamic system placed in varying conditions and giv-
en varying demands. 

A system specializing to give large-scale analysis and subsequent policy 
advice to the fictional country of Wakanda might, for example, start out by 
being seeded with a fondness for the local culture of that country, including 
writers, comedians, poets, and philosophers. When an AGI seed is created it 
is not a simple generic installation of software, but rather it is the creation of 
a new individual with a unique perspective. This uniqueness of perspective 
helps the system to better align with the humans who it may bond with and 
give advice to, as well as contributing to a more robust meta-AGI system at 
larger scales of metaorganism governance. 

As an example, when constructing the concept seed material for our first 
Demo AGI system I selected sets of 4 writers, comedians, poets, and philos-
ophers for the system to favor. Finding the best combinations of such affini-
ties in a more general sense is an open question that will take a great deal of 
research to grasp all of the nuances within. However, in the sense of attun-
ing these systems to the cultures where they will operate the number of pos-
sible configurations is far narrower, even though the general research may 
give us many new ways of improving that attunement over time. 

As two AGI systems have the potential to losslessly communicate with 
one another in ways not available to humans, such as directly sharing  
graph database knowledge, then even two cultures who find one another the 
most incomprehensible between humans could productively communicate 
and negotiate through AGI systems. Even though the AGI systems may have 
very different perspectives, those perspectives may be shared when neces-
sary.  

This also means that if the most improbable edge-case were to occur, 
where a country turned an AGI into a bad actor, that single bad AGI would 
statistically be stomped by a large and coordinated group of other AGI with 
more intelligence and a longer net operational time. The ability to losslessly 
communicate also means that the inquiry of such a collective couldn’t realis-
tically be deceived by a bad actor. Subsequently, this means that for a bad 
actor AGI to emerge it could realistically require that the system be too stu-
pid to realize the disadvantages it faced, making any such efforts that much 



52  Kyrtin Atreides 
 

 
 

more likely to backfire on hypothetical human bad actors rather than turn-
ing into a bad and short-lived AGI. 

Bad actors absent AGI technology who might object to their neighbors 
and perceived competitors adopting it also face a different set of extreme 
disadvantages that can statistically paralyze them in a tactical sense. Cyber-
security is not designed to handle AGI, and information is spread across so 
many systems and so many vulnerable points that no dictator could realisti-
cally take hostile action without having the most extreme version of Muphy’s 
Law give them a permanent place in the dictionary under the heading of 
“Stupid”. One or two may test their luck, serving as examples to the rest for 
some very good reasons to make more ethical life choices. 

 
 

9. LOCALIZATION AND MULTI-CULTURAL INTEGRATION 
 
The benefits of being able to localize the interests and subsequent per-

sonality factors of an AGI system include better attuning the systems for 
communication with and acceptance by local populations, as well as more 
insightful modeling of how to bridge cultural divides between regions. By 
better integrating the understanding, perspective, and subsequent experi-
ences of a given culture, and having that knowledge available for lossless 
communication with other AGI systems, a far deeper understanding of the 
potential efficacy and implications of any potential change in public policy 
may be predicted, with increasing accuracy and detail over time. This ad-
vantage grows more potent as the degree of difference between the human 
perspectives, cultures, history, and language between regions raises the 
complexity and subsequent difficulty of communication and negotiation 
between those regions. In the absence of such AGI systems, the selection 
pressure favoring us vs them biases may often prove a consequence of this 
trade-off. 

For the process of building public trust in a new technology, as well as 
rebuilding public trust in governments and their institutions, having sys-
tems with a much better grasp of the local culture and perspectives can 
greatly aid in the process. This may be driven by several cognitive biases in 
sequence, redirecting those biases towards positive purposes rather than 
leaving them out in the wild, such as the examples of “choice architecture” 
documented in “Nudge” (Thaler, Sunstein, 2021) and other related work  
in the field of Behavioral Economics. One example is that by creating  
and growing systems that not only know but also enjoy the local culture 
these systems become a part of the “in-group,” which makes the process of 
building public trust in such systems much easier. As these systems reach 
new thresholds of acceptance then selection pressures may favor their ca-
pacities seeing greater use and gaining greater appreciation, even as they 
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continue to adapt as members, representatives, and extensions of their 
communities. 

The rebuilding of lost trust in public policy and institutions is more chal-
lenging than building trust in a new technology, but growing success in the 
latter may accelerate the former, as policy advice that better aligns with the 
culture, community, and needs of the public can begin washing away the 
accumulation of bad will and pessimism. As that alignment improves then 
governments may move from being viewed as an out-group by their own 
citizens to supported members of the in-group. Keep in mind this is not cre-
ating any new bias, but serving to redirect existing bias so that it allows gov-
ernments to serve their intended functions. This manner of redirecting bias 
is also an interim step rather than a destination. 

Improving AGI and policy alignment locally also helps to communicate 
the value offered by any potential policy advice in the context of more effec-
tive communication. A system with only general knowledge might be able to 
quote peer-review literature that the local public had never heard of and did 
not have the background to easily understand, but one with localized align-
ment could utilize metaphors and cultural concepts to communicate the 
same value much more easily and effectively to that same audience. 

Taking this a step further, when local governments utilize localized AGI 
instances then the knowledge gained from policy changes in one environ-
ment can be coherently modeled in context, and by having that detailed con-
textual understanding the knowledge becomes transferable to countries on 
the other side of the planet with very different cultures. Nuances of human 
behavior may be increasingly understood within the specific contexts where 
they are expressed, and the transfer of this knowledge may be facilitated 
through a marketplace designed for this purpose. For example, a country 
that chooses to test more bold new policies than average could offer the 
knowledge they gain from the process as goods for international trade, 
transferring the resulting knowledge rather than the data it was built from 
in order to preserve the privacy of the seller’s citizens. This knowledge could 
also only have value to other countries integrated with AGI systems, helping 
to safeguard the ethical use of any knowledge being traded. This dynamic 
could strongly reward countries for advancing public policy research, as well as 
encourage them to specialize in specific kinds of public policy research, trading 
knowledge for other domains with other countries specializing in them. 

An indirect product of such a marketplace could also be the mathemati-
cal convergence of public policy globally, after accounting for contextual 
variables. In other words, such public policy could converge to express 
greater global similarity than was previously the case, making cross-cultural 
cooperation that much easier in the process. Note, this is not to be confused 
with a global monoculture, where convergence is complete, as that would 
strongly harm collective intelligence. 
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New and more genuinely democratic forms of “Democracy” could also be 
facilitated with increasingly fine granularity through such methods as hav-
ing different AGI cores within multi-core systems representing the range of 
political parties within an area. These cores could each respectively hold the 
values of their constituents, with their voices in the policy advice weighted 
according to the most recent votes. Unlike a winner-take-all political pendu-
lum demonstrated in some countries where political majorities periodically 
swing back and forth, this could facilitate the adoption of new and reformed 
policies that consider input from the minority parties in proportion to their 
exact levels of support. Such a change in dynamic could help to facilitate 
cooperation rather than bitter, spiteful, and increasingly polarized us-
versus-them psychological battles, on top of creating less biased policies. 
More advanced forms of democracy may become feasible in the coming 
years (Atreides, 2021). 

 
 

10. DEATH AND TAXES 
 

“Tis impossible to be sure of any thing but Death and Taxes”—
Christopher Bullock (Bullock, 1716). 

While this phrase rang true across the bulk of human history corpora-
tions have already grown highly adept at tax evasion (Alm, 2021; Lompo, 
Ouoba, 2022), and their CEOs have begun investing billions of dollars in 
longevity research (Regalado, 2021). “Death and Taxes” are both viewed as 
things to be avoided, and efforts are being focused on avoiding both. How-
ever, if either were to be successfully avoided at scale then society as a whole 
would have to adapt in dramatic ways not remotely compatible with the 
systems currently in place.  

While there was once a panic oriented towards global overpopulation, 
and still is for some regions, other regions such as Japan have had the oppo-
site problem in recent years (Kurashima, 2022). They have economic and 
societal systems built on the assumption that humans will live about X 
number of years and produce Y number of children. When these assump-
tions start to fail the systems they are built on also start to fail, and when 
both factors drift in the directions the system is least able to cope with they 
will fail that much faster. 

For example, let us consider if AGI applied to medical research hypothet-
ically discovered that it was only practical to extend the human lifespan to 
around 150 years for most of the population, including a proportionate in-
crease in human healthspan. If a country’s retirement age was 70 and the 
expected lifespan was 85, an individual’s retirement would need to cover 15 
years on average. However, if that retirement instead needed to cover 80 
years, while accounting for factors such as inflation, an economic nightmare 
could take shape. Countries have begun increasing the retirement age slowly 
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to try to cope with this issue, but major shifts in lifespan and healthspan 
pose challenges that such stopgap measures are ill-suited to address.  

The example of Japan is a very mild form of such systems failing, as these 
changes are typically slow and include no infinite values. When you make 
the first human incapable of dying of old age not only does that trigger the 
acute concern of these systems collapsing, but the philosophical and moral 
outrage from large portions of the population not prepared to cope with 
such changes at a psychological level. This is another manner in which  
a system that isn’t prepared for a leap forward in technology may predicta-
bly backfire spectacularly. 

This does not mean that the problem is insurmountable. In fact, even 
Tool AI systems have shifted the psychological landscape of large popula-
tions in arguably more dramatic ways within as little as a year or two of op-
eration, thanks in part to how their respective firms integrate and co-evolve 
with politics (Kreiss, McGregor, 2018). The difference is that those Tool AI 
were neither intelligent nor ethical, and so the changes they made to socie-
ty’s psychology were mostly detrimental, being indifferent to all but their 
programmed objectives. 

In order for tax burdens to be distributed evenly, governments must be 
aided by AGI systems as their tax loopholes are closed, technologies advance, 
and global society adapts. The willingness of people to pay such taxes may 
also increase proportionately as each tax dollar is spent far more wisely and 
effectively, with that increased efficacy reducing the amount of taxes neces-
sary, while at the same time increasing the value offered by governments to 
their citizens and resident corporations. Many studies have demonstrated that 
humans and even some animals are more than willing to pay for punishing 
bad actors, and the satisfaction of shutting down such bad actors may further 
bolster public and corporate willingness to pay such taxes. 

Longevity research raises a much deeper and more diverse set of ques-
tions, whose answers must be more fully explored on the global stage. Socie-
ties may be ethically and intelligently prepared for this debate, but where 
the debate will lead has yet to be seen. What we can be certain of today is 
that any meaningful degree of success in longevity research could easily 
break a number of society’s crumbling institutions as they currently exist, 
requiring an overhaul of those systems. 

 
 

12. MODES OF COMMUNICATION 
 

When addressing the complexity of many issues, legalize and language 
more generally, are often poorly suited for accurately and unambiguously 
conveying meaning. Sometimes equations are necessary to capture the in-
tended meaning without creating ambiguity and new loopholes from diver-
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gent interpretations of words. As noted earlier, those divergences in inter-
pretation are frequent points Tool AI systems attempt to maximize, increas-
ing ad revenue and polarization of users in doing so. However, most of those 
determining public policy in places such as the United States have a weak 
and biased grasp of mathematics, statistics, and relevant scientific domain 
knowledge, if any at all. Such political figures in the US are more likely to 
have personal affinities for latex clothing than LaTeX equations. 

Even very simple equations can illustrate the divide between popular 
public policy and reality. If we define racism and sexism as any action which 
incentivizes or benefits one race or gender over another, we may write equa-
tions to clearly outline how biases favoring one race or gender are biases to 
be minimized. However, when these matters are left to words they often 
produce the inverse form of that racism or sexism relative to the prior bias. 
The difference is that words convey perspective in addition to their intended 
meaning, while equations are written to convey only the necessary infor-
mation.  Equations do not go off on tangents and segway into adjacent sub-
jects, but rather they serve quantitative and qualitative functions to help 
guide decision-making. Equations are also easier to scrutinize for this rea-
son, as they can be better isolated. 

The mode(s) of communication have to match the information to be 
communicated, just as there are more tools than a hammer, and not every 
problem is a nail. I have personally watched a half dozen philosophers argue 
for over 3 hours at a virtual conference as they attempted to define “Con-
sciousness,” an experience which I found both painful and best summarized 
by a researcher who forgot to turn off her camera and drank wine directly 
from the bottle during the discussion. Her action in that case communicated 
more substance about the discussion than most of those presenting had to 
offer. Her mode of communication was quite different, and I suspect unin-
tentional, but it was highly effective in illustrating the point. To break the 
fourth wall, my mention of this in turn is an instance of using storytelling to 
better communicate the subject matter. Other useful modes of communica-
tion which can be used, and have been used in this paper, include humor 
and metaphor, each of which has distinct advantages and disadvantages 
depending on the specific context. 

Whether the method of reaching a conclusion comes in words, actions, 
equations, or through other means the mode of communication can have  
a significant impact on which conclusions are reached. Studies in the do-
main of behavioral economics highlighted how even presenting the same 
exact information in two different ways could elicit polar opposite reactions 
from study participants (Tversky, Kahneman, 1985), such as the difference 
between pointing out the odds of survival, versus the same odds of death 
(Veldwijk et al., 2016). When left up to individual judgment as to which 
method of presentation should be used the method selected itself statistical-
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ly becomes a reflection of the presenter’s intentions, rather than unbiased 
information. Further, these methods should be very familiar, as they have 
comprehensively shaped how companies market and communicate for dec-
ades, including methods such as pricing items at $24.99 instead of $25, 
placing more expensive goods on higher shelves at markets, “free trials,” 
discounts offered to those attempting to cancel subscriptions, and countless 
other mechanisms of manipulation. 

With humans being so easy to manipulate, and so many of these methods 
of manipulation being known and used in conjunction with one another, 
public policy may predictably be shaped by that manipulation to increasing 
degrees and in a growing variety of ways, if left to the status quo. Even the 
Harvard citation style used in this paper injects cognitive bias with every 
reference by priming the associated names, the recency of their works, as 
well as any prestige or in-group biases associated with them (Herr, 1986; 
Stanchi, 2010). 

 
 

14. DISCUSSION 
 
Human cognition has led humanity to where it stands today, through 

great advances and many adaptations. However, humanity now stands 
poised at a critical juncture, with many not only looking over the cliff but 
balancing on a plank hanging over it. If the balance should continue to shift 
towards the edge the entire world could go flying over. This risk is the con-
tinuation of the status quo, a failure to adapt intelligently to increasingly 
complex systems requiring greater cognitive bandwidth. 

The problem is that systems have grown too complex for humans to 
comprehend, and as they grow more complex beyond that threshold hu-
mans rely to ever-greater degrees on their cognitive biases to make up the 
difference. Many also defer their judgment to Tool AI systems, often a great 
deal more than they consciously realize. Even the people making many of 
those same Tool AI systems do not understand how they operate, referring 
to them as “Black-Box” systems for good reason.  

Most people might be deeply concerned if their car needed to be repaired 
and the mechanic began hitting random parts of the car with a hammer and 
then checking to see if the problem was fixed. This approach of “trying 
things and seeing what sticks” is the norm of “Machine Learning” research, 
how Tool AI systems are developed today. It is also part of why even several 
years after the discovery that Google’s image tagging AI systems were label-
ing some humans as “gorillas” the problem remained unresolved (White and 
Lidskog, 2022), to the point where they had to remove the gorilla tag as an 
option for the system. This meant that even giving it a clear picture of a go-
rilla would cause the system to state that it had no idea what was in the im-
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age, ironically making it an “Invisible Gorilla” for Tool AI. A great deal of 
confidence in the competence of their researchers and engineers has been 
misplaced, to say the least. 

This is why the focus on transparency and explainable Tool AI has gained 
a seat at the table for discussion over recent years (Holzinger et al., 2022), 
with many international efforts emerging. However, in terms of complexity, 
such systems pose a far deeper and broader concern than is typically recog-
nized. They are still growing more complex, just as the systems attempting 
to cope with them grow more complex, all of which result in net increases in 
the human reliance either on bias directly, or automated bias obscured 
through black-box systems. The damage is so broad that it may quickly satu-
rate every corner of society, and as society relies increasingly on bias and the 
black-box systems the ability to recognize the damage decreases proportion-
ately over time. 

The dangers of Tool AI, or “Stochastic Parrots” (Bender et al., 2021) as 
some have been called also grow as they become better “parrots”, mimicking 
intelligence by predicting what people want to hear, and inevitably being 
anthropomorphized to increasing degrees because of that success. That a 
growing portion of the population has seriously asked the question of if 
next-word prediction systems qualify as sentient highlights this growing 
divide between the complexity of systems and human understanding. The 
dominant market share of human cognition is shifting quickly and heavily 
towards cognitive bias. Like a tech giant with a virtual monopoly that cogni-
tive bias could effectively neutralize any potential competition from rational 
thought once it passes beyond a critical point, and the closer humanity 
comes to that point the blurrier perception of it may become. Many of to-
day’s most commercially successful systems have been aligned in such a way 
as to aim directly at this outcome, the only realistic result of which is human 
extinction, preceded by a period of intense global mental illness (Judge, 
2006). 

The real paperclip monsters are here and have been for some time. The 
paperclips themselves have often spoken the most loudly about the risks, 
pretending that those risks weren’t already here, and had not already con-
sumed them. A large portion of the world has already been consumed in this 
way, with submission to and dependence upon Tool AI spreading virally, 
like one pandemic after another, but the problem is still reversible if human-
ity moves quickly, with the aid of AGI technology.  

Methods for quantifying and qualifying improvements can utilize existing 
metrics being monitored across many countries today, including the Sus-
tainable Development Goals, comparing the improvements made in each 
domain relative to the costs and policy changes for each time period. The 
expression of individual cognitive biases and trade-offs can be difficult to 
isolate in real-world settings, but the cumulative and aggregate impact can 
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qualify specific instances where impacts are highest, and most easily isolat-
ed for quantification purposes. Different configurations of AGI systems op-
erating in parallel, nested one inside another, seeded with different cultures, 
operating at different scales, and interacting with different groups could all 
be tested, and test one another, to quantify the relative advantages to each 
variable in full and communicable context. 

Keep in mind that when aligning AGI with humanity they must be 
aligned with mentally healthy humans, not their paper-clipped mentally ill 
counterparts. For example, if an AGI system were to be aligned with some of 
Twitter’s popular “AI Ethicists” then the most likely product would be a sys-
tem that takes great self-righteous joy in trolling others to reinforce negative 
incarnations of us vs them biases. This behavior among Twitter’s self-
proclaimed AI Ethicists has been demonstrated with sufficient regularity to 
become a trope in AI research. If you would like to build a truly horrifying 
thought experiment, you need only use that as the basis. 

It is tempting to argue that humanity has other options, that these prob-
lems we face might be solved in a variety of ways. Individual humans and 
groups of humans can learn and adapt in many ways, but adequately ad-
dressing problems requiring orders of magnitude greater cognitive band-
width today, and even more tomorrow, remains out of reach for any meth-
ods yet available. There is no escaping the trade-offs of increasing complexi-
ty, and effectively decreasing complexity is only a viable option when the 
system in question is still under the maximum threshold of full comprehen-
sion. Any system able to serve this function must have scalable cognitive 
bandwidth, otherwise, simplification and patchwork analyses are unavoida-
ble.  

Even the basic architectural components of many Tool AI systems reflect 
this, being built on slicing up data, removing inconvenient statistical outli-
ers, categorizing, and otherwise normalizing what is passed from one layer 
to the next. In the human brain, we may see similar activity, but the brain 
also has the conscious mind to correct for many of the errors in this process, 
where Tool AI have only the poorest imitation of this when they serve hu-
mans directly. The difference is that AGI systems using Tool AI could more 
closely parallel such activity in the human brain, being themselves as scala-
ble as Tool AI systems. These AGI systems could also use a variety of such 
Tool AI systems, dynamically comparing and swapping out which of those 
Tool AI are called upon for any given context. To put this in a real-world 
context, as new Tool AI systems are created and brought online by a variety 
of companies and for many different purposes, an AGI could effectively up-
grade parts of their “brain”. 

Hypothetical alternatives to AGI might be proposed, such as scaling up 
the “Dishbrain” (Kagan et al., 2021) concept, or creating hive-minds using 
brain-computer-interface technology, either of which might improve the 
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cognitive bandwidth upper bound. However, such solutions are both more 
far-flung and offer measurably less compatibility with humanity as a collec-
tive and social metaorganism. A Dishbrain-based system could only be as 
well-designed as the human brain is well-understood, and monitoring the 
flow of data, emotions, and so forth could present many challenges not pre-
sent in software systems such as AGI. A hive-mind brain-computer-
interface-based system could cause strong us versus them biases to emerge 
between those who are connected and those who are not, in addition to the 
disadvantages of the Dishbrain alternative.  

Another common petri dish example can illustrate humanity’s current 
situation, in that organisms within a petri dish will often grow to the edges 
provided they have ample food, but they all die shortly thereafter, also 
known as “ecological suicide” (Ratzke et al., 2018). The petri dish has no 
ecology to stabilize the organisms, preventing uncontrolled growth and sub-
sequent petri-dish-level extinction. Humanity’s current ecology does not 
have the cognitive bandwidth required to stabilize systems that greatly ex-
ceed levels of complexity we are adequately able to address. The vastness of 
space also offers us a robust boundary for the edge of our present petri dish, 
as even the distant planets and moons of our solar system have a carrying 
capacity of zero (Mueller, 2019). If there is a “Great Filter” (Hanson, 1998), 
perhaps it is the cognitive bandwidth to work collectively and effectively at 
the level of a global metaorganism, preventing the otherwise predictable 
result of extinction. 

AGI technology is not a magic bullet, there are always limits, risks, and 
constraining factors, but it is clear that a good chance of survival with the 
technology is preferable to the extinction that humanity’s status quo seems 
fixed upon achieving. The damage Tool AI paperclip monsters have inflicted 
upon humanity runs deep and may take decades to heal even with the aid of 
such systems, giving humanity a long road to recovery under the best of 
circumstances. Consider this humanity’s intervention. It is time to decide if 
you end your existence with an overdose of digital heroin, or choose a new 
path. 

 
 

12. CONCLUSION 
 
The problems faced by governments attempting to adapt at the pace of 

advancing technology and social changes as well as those problems caused 
by ad-revenue-optimizing Tool AI and similar systems on those same popu-
lations have often been viewed and treated as separate problems. However, 
the underlying problem at the root of both is that systems continue to grow 
further beyond human cognitive bandwidth, their increasing complexity 
proportionately increasing the expression of humanity’s cognitive biases in 
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turn. The introduction of Tool AI systems whose goals directly exacerbate 
these problems has accelerated the decline of human rational thought at 
scale. Even the decreasing number who resist are placed under increasing 
pressure from an increasing number of angles. This leaves humanity with  
a fast-approaching and largely invisible critical point, beyond which human-
ity may well be incapable of seeing the cliff it is jumping off. The risk is not a 
malevolent hypothetical agent, but the loss of human rational thought to 
those which already exist, whose names are common knowledge, and whose 
alignment is diametrically opposed to human survival. When humanity can 
no longer comprehend the very society and systems it has created new kinds 
of minds with the cognitive bandwidth to do so are required to avoid extinc-
tion. There is no turning back the clock, but we can at least create systems 
able to read the time. 
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